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ABSTRACT
Nowadays, big data enables to discover many aspects in agriculture
sector such as finding unknown crop patterns or predicting the
price of products. However, these massive data are often complex
and heterogeneous which includes both structured (e.g., farm in-
formation) and unstructured data (e.g., image data, sensor data). It
is required new techniques and tools to extract and represent valu-
able information in the form of human understanding to improve
decision making for enhancing farm management. In this paper, we
propose a big data knowledge acquisition platform which consists
of efficient knowledge acquisition techniques integrated with an
intuitive visualization tool supporting decision making applications.
Firstly, we deploy open source big data frameworks (e.g., Flume,
Hive, HBase) to support developing of multiple methods for collect-
ing and storing data. Secondly, we implement distributed machine
learning techniques on Hadoop and Spark to acquire knowledge
from big data sources. Finally, we provide a visualization tool on
web interface which can display extracted knowledge in multiple
views (e.g., charts, tables) to support decision making applications.
Experiments with real datasets show that the proposed platform
is efficient and effective to answer important questions in smart
farming.

CCS CONCEPTS
•Computingmethodologies→Distributed computingmethod-
ologies; • Information systems→ Data analytics.
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1 INTRODUCTION
Big data refers to the data sets with characteristics (4Vs): volume,
velocity, variety, and value [3]. It comes from many areas in our
life such as public health, social networks, and agriculture. For ex-
ample, in agriculture domain, a huge amount of data is generated
from many kinds of devices (e.g., temperature sensors, soil sensors,
robotic drones) or agriculture services (e.g., weather forecast, mar-
ket price). Besides, farmers can generate data during their growing
products or manage their income by using traditional systems on a
relational database. Thus, agricultural data become more and more
complex with heterogeneity data structures (e.g., structured, semi-
structured, and unstructured). It is necessary to develop a big data
platform that utilizes state-of-the-art techniques and technologies
for smart farming with respect to storage, capture, analysis, and
visualization.

There are a number of studies focusing on data analytics and
visualization to provide an understanding of the information con-
tents for end users and experts. Based on Jsoup, Jie Wang et al.
[23] has designed and implemented a platform for crawling and
analyzing agricultural data. In which, the data are extracted from
URLs of market websites, then these data are used for analyzing
the influence of price changes and the market price trends of agri-
cultural products to help consumers find cost-effective products
from market information available. However, their platform only
supported to deploy on a single computer which encounters of the
challenges of big data problem. Chen et al. [5] suggested a crop
breeding data analysis platform based on Hadoop/MapReduce [6]
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and Spark [25]. This system includes Hadoop distributed file system
(HDFS) and cluster based on memory iterative components. A big
data platform for collecting and analyzing agriculture has been
proposed in [12], in which the authors presented multiple choices
of each phase of handling big data. Nevertheless, this platform was
lack of a big data visualization module to represent data in human
understanding.

Big data visualization is a key part for creating an entire view
and discovering values of data. Visualization techniques are used
to create maps, tables, charts, and other forms to represent data.
Most approaches and tools of previous data visualization are often
inadequate to handle big data [1]. They are challenging to solve the
drawbacks such as perceptual, real-time, and interactive scalability.
In recent years, there are several researchers focusing on large-
scale data visualization. Liu et al. [11] proposed imMens, which
is a browser-based system using WebGL for data processing and
rendering on the GPU. Some tools with functions of interaction for
visualizing data are presented in [19]. Also, the extension of some
conventional methods (e.g., Treemap, Streamgraph) for big data
visualization is presented in [24].

In this paper, we propose a big data knowledge acquisition plat-
form, consisting of efficient knowledge acquisition techniques in-
tegrated with an intuitive visualization tool supporting decision
making applications. Firstly, we deploy open source big data frame-
works (e.g., Flume, Storm, Sqoop, Hive, HBase) to support develop-
ing of multiple methods for collecting and storing data. Secondly,
we implement distributed machine learning techniques on Hadoop
and Spark to acquire knowledge from big data sources. Finally,
we provide a visualization tool on web interface which can dis-
play extracted knowledge in multiple views (e.g., charts, tables) to
support decision making applications. Through experiments with
real datasets, we show that the proposed platform is efficient and
effective to answer important questions in smart farming.

2 RELATEDWORK
In modern agriculture, smart farming is being supported by ad-
vanced digital technologies [15], and big data frameworks [26].
Olakunle et al. [7] discussed several benefits and challenges of IoT
and data analytics to the agriculture sector. The authors showed
that using an IoT ecosystem with the support of data analytical
subsystem empowers smart agriculture to deliver high operational
efficiency with high productivity. Partha-Pratim presented a com-
prehensive review on IoT-based applications for smart agriculture
[15], in which the author also proposed an IoT-based agricultural
framework that takes full advantages of IoT for agriculture.

In recent years, a lot of studies have been focused on developing
big data platforms that can handle massive volumes of agriculture
data to support decision-making systems [26]. Shah et al. [17] pro-
posed a spark-based agricultural information system built upon
big data open sources. The author developed various web based
analytical and visualized services for cotton crop. Tesfaye et al. [21]
used geospatial and crop-modeling tools for analyzing big datasets
in order to characterize the drought prevalence of countries in
Southern Africa. Rajeswari et al. [14] proposed a smart agricultural
model which integrates IoT, mobile and cloud databases into one a
big data system.

Figure 1: Architecture of the proposed platform

Despite many studies have focused on using image processing
techniques in many agriculture areas such as plant pest detection
and fruit grading [22], there has been few research studying on
distributed image processing techniques or frameworks to deal
with big data challenges in agriculture. To the best of our knowl-
edge, there are three main frameworks that designed for image
processing in Hadoop: HIPI (Hadoop Image Processing Interface)
[20], OpenIMAJ (Open Intelligent Multimedia Analysis for Java)
[8], and MIPr (Mapreduce Image Processing) [18]. However, these
frameworks are required to modify the image storage such as HIP
files in HIPI framework, which creates additional overhead in pro-
gramming. In our work, we obtain automatically the images from
the remote sensors and store them in HDFS without additional
programming overhead for users to handle image storage.

3 A BIG DATA KNOWLEDGE ACQUISITION
PLATFORM FOR SMART FARMING

We propose a platform for knowledge acquisition from agricultural
big data which consists of (1) a big data system for analyzing data to



Big Data Knowledge Acquisition Platform for Smart Farming SoICT 2022, December 1–3, 2022, Hanoi, Vietnam

extract knowledge from big data sources, and (2) a decision making
system with intuitive visualization support. Figure 1 shows the
architecture overview of our platform. The main components and
functions of the systems are described as follows.

3.1 Big Data System
The proposed big data system aims to extract knowledge from
massive and heterogeneous agricultural data. The system consists
of four modules: Data Acquisition, Distributed Storages, Big Data
Processing, and Big Data Knowledge Acquisition.

Data Acquisition. As a feature of big data, the veracity of the data
is reflected through a variety of information sources. So, files held
in office automation formats (e.g., *.csv, *.txt) scraped by crawling
from the web, and other data sources that mentioned above need
to be mixed-up as a basic raw data. It is not difficult to find that,
such data can not be handled by a single personal computer due
to the limitation of memory. Therefore, we propose a combination
number of data acquisition techniques and tools to collect those
kinds of data.

We separate agricultural data into two kinds of input, the first
one is real-time data from web pages (e.g., weather data, market
price) and the second one is historical data from archives (*.csv and
*.xls files). For real-time data, we use Flume and Storm to collect
data into HDFS. For historical data, usually with huge volume, we
use Sqoop to import data into HDFS. Also, other data, such as the
output data after analyzing, can be imported to MySQL by using
Sqoop to provide for other systems/applications.

Distributed Storages. We use Hadoop Distributed File System
(HDFS) as a basic big data distributed storage running on commod-
ity servers with low-cost hardware. To provide quick random access
to huge amounts of structured data, we use HBase which is a dis-
tributed column-oriented database built on top of HDFS. Moreover,
to support SQL commands, a common type of data analysis, we
use Hive, which is a data warehouse infrastructure tool to process
structured data in Hadoop.

Big Data Processing. This module is an important component
which performs algorithms and queries corresponding to the busi-
ness tasks and user requests. To provide the best performance for
extracting knowledge to support real-time decision making system,
we use Spark and Hadoop/MapReduce engines for analyzing a large
amount of data with various methods.

Big Data Knowledge Acquisition. To extract knowledge from mas-
sive and heterogeneous data, we proposed distributed machine
learning and data mining techniques (e.g., clustering, prediction,
association rules mining) that can be applied to various areas in
agriculture. Specifically, we implement K-mean algorithm using
MapReduce for solving big data clustering problem. Then, a SON-
based algorithm using MapReduce is proposed for association rules
mining from big data. We also propose a distributed image pro-
cessing component, which supports to use Hadoop/MapReduce for
handling a large number of images generated by cameras in smart
farms. Furthermore, We implement VAR (Vector AutoRegressive)
model on Spark by following the work presented by Tao et al. [10],
for fast prediction deal with high-dimensional of the time series data
in agriculture. In the future, other knowledge acquisition techniques

such as deep learning based models (e.g., Convolutional Neural Net-
work, Long Short-Term Memory) for solving classification problem
and graph based techniques for extracting relationships between
the entities (e.g., farm, location, devices) in agricultural data could
be added to this module in order to provide more efficient and
effective knowledge acquisition system.

3.2 Decision Making System
Knowledge Base. After extracting knowledge from big data sources,
Big Data Knowledge Acquisition module will store the knowledge
in Knowledge Base. There are two major kinds of knowledge bases,
including human readable and machine readable. The former one
enables people to access and use knowledge. It stores the infor-
mation in the form of rules, documents, manuals which provide
information users to guide the process and answer the frequently
asked questions. While the later one stores the knowledge in the
system readable forms. For instance, the output of using an image
processing technique of detecting pests or weed from an image
could be a text file which contains a matrix of binary values repre-
senting whether pest/weed exists or not in the locations.

Statistical Data. This data is also one kind of knowledge obtained
from the results of Spark-based or Hadoop-based programs in data
analysis. It could be the results of one time data processing without
using machine learning techniques or data mining techniques. The
statistical data take benefits of quick response to some questions
requesting to unusual change data. For instance, to generate a
report to answer the question: who are the top 100 farmers obtaining
the highest of income from growing onion, we might need to join
information from like farmers, products, and incomes. This work
might take long response time due to the joining of big tables. To
solve such a problem, we use Hive queries on MapReduce or Spark
to process data and store the result into Statistical Data for later
answering the question at other times.

Data Visualization. This is a critical module in a decision making
system. It creates multiple views to help people to understand the
data, from which people can make right decisions in their business
tasks. To do this, we provide a big data visualization module with
performance scalability and interactive scalability supports. This
module supports to represent not only static knowledge stored in
Knowledge Base and Statistical Data but also dynamic query that
provide by users/experts via a web interface. The data is displayed
in different styles: charts (e.g., bar chart, pie chart, line chart) and
tables.

Applications.We consider this module as our future development
for smart farming. It includes mobile, desktop, and web applications
which support various areas in smart farming such as crop planning,
water controlling, products selling in agriculture markets, etc.

4 IMPLEMENTATION OF BIG DATA
KNOWLEDGE ACQUISITION

This part presents 4 modules: Data Clustering, Association Rules
Mining, Image Processing, and Predicting.

4.1 Data Clustering Module
For clustering a huge amount of data in agriculture, we prefer to use
an iterative algorithm such as K-means algorithm. It is one of the
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Figure 2: Parallel K-Mean algorithm on Hadoop/Spark

well-known machine learning techniques for clustering problem.
The basic idea of this algorithm is that it groups objects (data points)
based on features into 𝑘 number of groups. Firstly, 𝑘 data points are
randomly selected as cluster centroids for k groups. Secondly, the
algorithm performs calculating distances from every data points to
each cluster centroid and assigns data points to clusters according to
their distances. Thirdly, each cluster recomputes its cluster centroid
based on its new assigned data points. Then, the algorithm performs
the second step in some loops until the process converges.

We observed that the computation cost is mainly made in the
step second, which calculates distances from every data point to
each centroid in each iteration. Therefore, we can separate the
distance calculation step from the main algorithm and implement
a map-reduce function for this step on MapReduce and Spark. The
procedure of implementation Map/Reduce functions on big data
system is shown in Figure 2.

4.2 Association Rules Mining Module
4.2.1 SON Algorithm. In association rules mining technique, two
entities should be considered: a set of items 𝐼 = 𝐼1, 𝐼2 . . . , 𝐼𝑛 and
a collection of transaction 𝑇 = 𝑇1,𝑇2 . . . ,𝑇𝑛 with each of them
contains (some) independent item(s). Mining the association rules
includes 2 main tasks: frequent itemsets finding and association rules
finding. The former aims to get all the set of items whose rate
of appearance (support) is larger than a given threshold, which
is called minimum support (minsup). To do so, Apriori algorithm
has been widely used [2]; however, it is not suitable due to a large
volume of data because of the substantial memory space and the
long response time. Therefore, the SON algorithm [16] is proposed
for implementing the Apriori algorithm on parallel environment.

4.2.2 Distributed SON-based Algorithm. As mentioned before, our
method is conducted based on SON algorithm on the parallel com-
puting environment with Hadoop. In order to conduct this work,
there should be 2 phases of MapReduce to handle 2 passes of the
SON algorithm.

Phase 1: Finding global frequent itemset candidates
In this phase, the overall gotten list of transactions is divided

into many smaller non-overlapping parts, which are handled by

some mappers to find the local frequent itemsets on each smaller
part. This procedure’s output has the form (key, value) whose key
is the item’s name and value is a constant (e.g, value = 0) because
this phase is just used for finding the possible frequent candidate,
so its number of appearances need not to be considered. After
being processed by the reducer, the overall global frequent itemset
candidates are gotten.

Phase 2: Finding global frequent itemsets
In this phase, the list of global frequent itemset candidates is

employed, which is assigned for each mapper. After the map pro-
cedure, the appearances of each itemset of global frequent itemset
candidates on each smaller part will be gotten first. Then, their
overall appearances over the whole dataset will be achieved once
the reduce procedure completed. Based on this overall achieve-
ment, the support of each global frequent itemset candidates can
be calculated, then decides whether itemsets are frequent or not.

4.2.3 Finding Association Rules. Based on the found frequent item-
sets, the rules will be obtained by calculating their confidence. To
do this, we follow the work mentioned in [16] generating subset of
each frequent itemsets by each level of subset length decreasing.
If any rules containing (𝐴) as antecedent and (𝐿/𝐴) as consequent,
where 𝐿 is the set of all items of a given rule, could not satisfy
the minimum confidence requirement, all the rules containing a’s
subset 𝐴𝑠𝑢𝑏𝑠𝑒𝑡 as antecedent and (𝐿/𝐴𝑠𝑢𝑏𝑠𝑒𝑡 ) as consequent will be
discarded without considering.

4.3 Image Processing Module
We consider the implementation of multiple variations of widely-
used current image processing algorithms which are essential for
big data analysis in agriculture such as plant pest detection and fruit
grading. In order to support extracting knowledge from image data
on the big data system, we divided image processing operations
into two levels: low-level and high-level image processing.

Low-level Image Processing Algorithms
The algorithms call the image pre-processing to process at the

pixel level [13], namely the low-level image processing algorithms.
The low-level image processing operators require images as the in-
put, while they output either images or data. For example, contrast
enhancement, noise reduction, and noise removal in an image are
low-level image processing operators. They are used for edge de-
tection and diverse image transformations or calculation of simple
characteristics, e.g. contours histograms.

High-level Image Processing Algorithms
The operations operating to generate higher abstractions [4]

are called high-level image processing algorithms. They deal with
abstractions developed from intermediate-level image processing
operators. The algorithms are used to clarify the image content, e.g.
classification and object recognition.

4.4 Predicting Module
Predicting module is an interesting part of the proposed system,
although it is very challenging. Predicting helps farmers to choose
appropriate right plants (around 730 types of plants in our dataset)
to grow, consequently lead to their income and productivity. In
our dataset, we collect information from Chonnanam-do province
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in South Korea in which we have important features: moisture,
rainfall, and temperature.

We demonstrate this module by implementing a model which
support of predicting the productivity of plants. To do that, we
implement vector autoregression (VAR) model [9]. The reasons why
we chose VAR model are following: (1) Our data are multivariate
time series and autoregression; (2) VAR model is an extremely
successful and flexible model for analysing of multivariate time
series; (3) VAR model provides good forecasting capabilities; and
(4) VAR model is easy to use.

A VAR model is a multi-equation system where all the endoge-
nous (dependent) variables as a linear function of only past values.
The model consists of 𝑘 variables in a (𝑘 × 1) vector of time series
variables. We denote 𝑌𝑡 = (𝑦1,𝑡 , 𝑦2,𝑡 , ..., 𝑦𝑘,𝑡 )′ as such a variable,
where, at time 𝑡 , the observation −𝑦𝑖,𝑡− is the 𝑖𝑡ℎ element. If the
𝑖𝑡ℎ variable is productivity, then the value of productivity at time 𝑡
is 𝑦𝑖,𝑡 .

The basic p-lag vector autoregressive, denoted VAR(p), model
has the form

𝑌𝑡 = 𝑐 +𝐴1𝑌1 +𝐴2𝑌2 + ... +𝐴𝑡−𝑝𝑌𝑡−𝑝 + 𝜖𝑡 (1)

where 𝑐 is a 𝑘-vector of intercepts, 𝐴1 is a (𝑘 ×𝑘)-matrix coefficient
and 𝜖𝑡 is a 𝑘-vector of white noise processes:

(1) 𝐸 (𝜖𝑡 ) = 0 — unobservable zero mean
(2) 𝐸 (𝜖𝑡𝜖

′
𝑡 ) = Ω —where Ω is a 𝑘×𝑘 matrix of contemporaneous

covariance;
(3) 𝐸 (𝜖𝑡𝜖

′

𝑡−𝑘 ) = 0, ∀𝑘 ≠ 0

The simplest example is the vector autoregressive process with
two variables (𝑘 = 2), VAR(1), as in[

𝑦1,𝑡
𝑦2,𝑡

]
=

[
𝑐1
𝑐2

]
+
[
𝑎1,1 𝑎1,2
𝑎2,1 𝑎2,2

] [
𝑦1,𝑡−1
𝑦2,𝑡−1

]
+
[
𝑒1,𝑡
𝑒2,𝑡

]
5 VISUALIZATION SUPPORT OF DECISION

MAKING APPLICATION
In this section, we present a design and implementation of a big
data visualization module that allows users/experts to explore agri-
cultural big data. Firstly, we provide a client web interface, in which,
in order to see data visualization, users make requests to the Web
server. Secondly, the web server checks if the request is a static
knowledge visualization, including both Knowledge Base and Sta-
tistical Data, then, it queries data on MySQL Server and instantly
shows the result; otherwise, it sends the queries to Hive Server and
waits to get dynamic data from Hive warehouse. Here, MapReduce
or Spark engine could be used to handle data. Finally, once the web
server gets the result from static or dynamic knowledge, it responds
to the web client and show the result in a visual view (i.e., a bar
chart, a line chart, or a table).

Next, we give a brief overview of the tasks that a user/expert can
carry out using the data visualization module for decision making
applications and describe how it was used in our case study.

Exploring growing plants by region.When agriculture researchers
encounter the integrated data for the first time, one of the important
tasks they want to carry out is taking a look at an overview of
growing plants by regions. To accomplish that, we have created a
region map (Korea Map in our case) as shown in Fig. 3. It provides

Figure 3: Statistic of the grown plants with Korea map visu-
alization

Figure 4: Visualization of predicting plant production

a quick overview of the growing plants of the region, such as types
of plants and planted area.

Predicting plant production. In fact, every farmer and agriculture
manager would like to predict their plant production for the current
season as well as the next seasons. To support that, we design a
visualization module for predicting the production of each plant in
each region. Also, farmers can forecast plant production on their
farms. Figure 4 illustrates the prediction of onion productivity of
Chonnanam-do province in South Korea.

Finding associations rules related to plants growing. Choosing
which plants should be grown in a season is a very crucial question
to farmers because it is a factor for manipulating their income and
productivity. Usually, each farmer would choose a few main plants
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Figure 5: Visualization of recommended association rules
related to plants growing

which they think those are most suitable for them. However, in
order to get themost benefits, they should also choose other types to
grow with their chosen ones. This is a big question because among
many plants (e.g., around 730 types of plants in our dataset, see the
next section for more details), finding the suitable one requires a
lot of conditions such as high frequency growing by other farms
and high production. To support farmers do so, we used distributed
parallel association rule mining technique what is presented in the
previous section. Then, the output store in Knowledge Bases in the
form of rules that can be shown in the web interface as illustrated
in Fig. 5.

Exploring agricultural big data by using dynamic visualization
with Hive query. For experts researching on agricultural big data,
dynamic visualization is one of the best ways to discover great
insight from big data. In order to do that, we developed a web-
based visualization as shown in Fig. 6. In which, it enables users to
make a Hive query, then send the query to Hive Server to execute
the query byMapReduce and get the result. Finally, the result can be
plotted in multiple views, such as chart, table, or file(s) depending
on its size.

6 EVALUATION
6.1 Evaluation Settings
Big Data System. We conducted our evaluation with a Hadoop
cluster on 5 machines: one for master node and 4 for compute
nodes. Each machine has 4 CPU and 16 GB of RAM.

Dataset. To explore how agricultural big data can be leveraged
to offer benefits for farmers/agribusiness, we worked on a case
study of agriculture in South Korea. Three different datasets are
integrated to discover interesting knowledge. The first dataset con-
tains approximate 10GB of agricultural data of 16 regions in South
Korea from 2015 to 2016, which includes information about farms,

Figure 6: Visualization of dynamic querying on big data

income, soil data, production, and other data. Two other datasets
(weather data and market price data) were collected by our system.

6.2 Experimental Results
Exp-1: Efficiency of distributed storages

In order to evaluate the performance of data storages in our plat-
form, we set up an experiment on Spark to compare the execution
time of searching data stored in HDFS and HBase. In the first case,
we perform a sequential searching to calculate the total field area
of each farm in the agricultural dataset (a table with 34 columns,
2GB data). It is useful for a manager who monitors the statistic
information of each farm. Another case is random searching to
calculate total field area of some given farms specified by Farm IDs.
It is useful for a user to get the information of a specific farm. Fig-
ure 7 illustrates the results of performance comparison of the two
cases above. In the sequential searching case (Fig. 7-(a)), Spark with
HDFS performs faster than Spark with HBase. On the other hands,
in the case of random searching (Fig. 7-(b)), Spark with HBase has a
better performance than Spark with HDFS. Because HBase provides
Column-Family mechanism and Row-ID access, Spark with HBase
spends less time in reading data in random.

Exp-2: Efficiency of distributed clustering
To evaluate the efficiency of our distributed clustering module in

our big data knowledge platform, we performed clustering soil data
based on its chemical characteristics (e.g., pH, KCl). We evaluated
the performance of distributed clustering with both Hadoop and
Spark on various size of data points (1K to 6K) and the number of
iterations (2 to 8). Fig. 8 depicted the performance of group soil data
into 4 clusters in case of the convergence is achieved. We observed
that Spark is 5.5x faster than Hadoop with a various number of data
points as shown in Fig. 8-(a), whereas Fig. 8-(b) shows that Spark
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(a) Sequential Searching (b) Random Searching

Figure 7: Evaluating the efficiency of different Distributed Storages

(a) Varied data points (b) Different number of iterations

Figure 8: Evaluating the efficiency of Distributed Clustering module

Figure 9: Evaluating the efficiency of Distributed Association
Rules Mining module

is more efficient than Hadoop when the number of iterations of
the algorithm increases. Specifically, Spark is faster than Hadoop
about 2 times after 2 iterations, and approximately 6 times after 8
iterations.

Exp-3: Efficiency of distributed association rule mining.

Figure 10: Evaluating the efficiency of Distributed Image
Processing module

In this experiment, we use farm dataset containing information
about the identity number, grown products, grown area, and in-
come. Because a specific farm with a unique identity number could
have many grown products, there could be many rows with the
same identity number, but different grown product. Consequently,
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the identity number and grown products are chosen as transaction
field and item field, respectively. Moreover, in order to increase the
quality of the gotten rules, we only get the transactions from a farm
whose income is larger than a given number (e.g., 10.000 thousand
won). This filter proves that the gotten rules are retrieved from
good sources. To evaluate the efficiency of our platform in finding
association rules, we compared our SON-based distributed algo-
rithm with a baseline mother called Brute-Force algorithm. Both of
our method and the original method are conducted on proposed
Hadoop environment. Figure 9 illustrated the performance of Brute-
Force algorithm and our SON-based algorithm on Hadoop. From
this figure, we observed that the execution time of our method is
always much lower than the original method when the number of
transactions increases.

Exp-4: Efficiency of distributed image processing.
To evaluate the performance of the image processing module,

we tested our big data system with histogram calculation problem
on a dataset of 800 images. The dataset contains crop/weed images
which are collected by our platform from the Internet. To compare
the performance of our system with a traditional image processing
system, we also implemented a program in Java which conducts
the same algorithms in a single machine, called local-based system.
Figure 10 shows the comparison of the execution time between
our proposed system and local-based system. We observed that
with a small size of the image dataset, the execution time of local-
based system is smaller than our system. Because our system needs
to read/write the data at the initial state of the whole process, it
spends more time to set up the process compared to the one on
local-based system. However, with large size of image dataset (>
400 images), our system executes faster than local-based system.
Thus, our system is more scalable in aspects of the volume of the
input dataset.

7 CONCLUSIONS
This paper proposed a big data knowledge acquisition platform
which consists of several efficient knowledge acquisition techniques
integrated with an intuitive visualization tool supporting decision
making applications. We first deployed open source big data frame-
works to support developing of multiple methods for collecting
and storing data. We then implemented distributed machine learn-
ing techniques on Hadoop and Spark to acquire the knowledge
from big data sources. Finally, we provided a visualization tool on
a web interface which can display extracted knowledge in multiple
views (e.g., charts, tables) to support decision making applications.
Through experiments with real datasets, we showed that our plat-
form is efficient and effective to answer important questions in
smart farming.
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